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COMPLEXITY AND OVERFITTING

MODEL COMPLEXITY

• A model becomes more complex if new terms are included 
(polynomial terms, interactions, nonlinear terms, etc.)

• Adding complexity helps the model to identify new patterns 
useful for prediction

• We should increase the model complexity but not beyond 
the point where the model starts overfitting



Cesar Acosta Ph.D.

Analytics

COMPLEXITY AND OVERFITTING

• UNDERFITTING

• The model has not yet identified all important patterns 
from the training data set

• OVERFITTING

• The model has started to learn patterns that are specific to 
the training data but not to new data sets
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Example 1
Polynomial Regression
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EXAMPLE 1

The Auto.csv file contains information about 392 cars

• mpg (miles per gallon)
• cylinders (between 4 and 8 cylinders)
• displacement (engine displacement in cubic inches)
• horsepower (engine horsepower)
• weight (pounds)
• acceleration (number of seconds to accelerate from 0 to 69 mph)
• year (Model year)
• origin (1. American, 2. European, 3. Japanese)
• name (vehicle name) 
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EXAMPLE 1

The Auto.csv file contains the following information about 392 cars

• mpg (miles per gallon)
• cylinders (between 4 and 8 cylinders)
• displacement (engine displacement in cubic inches)
• horsepower (engine horsepower)
• weight (pounds)
• acceleration (number of seconds to accelerate from 0 to 69 mph)
• year (Model year)
• origin (1. American, 2. European, 3. Japanese)
• name (vehicle name) 

Use cross validation to find the best polynomial model to predict the car’s 
mileage (mpg) using predictor horsepower
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POLYNOMIAL REGRESSION

.
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POLYNOMIAL REGRESSION

What polynomial degree 
best predicts the data?
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POLYNOMIAL REGRESSION

What polynomial degree 
best predicts the data?
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POLYNOMIAL REGRESSION – LINEAR MODEL

.
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POLYNOMIAL REGRESSION – LINEAR MODEL

.
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POLYNOMIAL REGRESSION – LINEAR MODEL

.

linear model is 
underfitting the 
train dataset



Cesar Acosta Ph.D.

Analytics

POLYNOMIAL REGRESSION – QUADRATIC MODEL

.
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POLYNOMIAL REGRESSION – QUADRATIC MODEL

.

fit_transform( )  adds 
a column of ones and 
a column of squared values
to hp1



Cesar Acosta Ph.D.

Analytics

POLYNOMIAL REGRESSION – QUADRATIC MODEL

.
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POLYNOMIAL REGRESSION – QUADRATIC MODEL

.
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POLYNOMIAL REGRESSION – QUADRATIC MODEL

hp (and hp2) is not sorted.
Connecting unsorted points 
yields this plot
(see previous slide)
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POLYNOMIAL REGRESSION – QUADRATIC MODEL

sort by horsepower,
then transform, fit, 
and plot again

now hp1 is sorted
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POLYNOMIAL REGRESSION – QUADRATIC MODEL

.
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POLYNOMIAL REGRESSION – MODEL DEGREE 5

Model (degree 5)
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POLYNOMIAL REGRESSION – MODEL DEGREE 5

Model (degree 5)
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POLYNOMIAL REGRESSION – MODELS DEGREE 1 TO 4 (LOOP)

Model (degree 5)

Model (degree 5)
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POLYNOMIAL REGRESSION

Models (all up to degree 4)
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POLYNOMIAL REGRESSION

Models (all up to degree 4)

labels for the legend items
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POLYNOMIAL REGRESSION

Holdout cross-validation
to select the

best polynomial model
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CROSS VALIDATION

.
DataFrame with variables   Select response and predictor(s)
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HOLDOUT CROSS VALIDATION

Split the data into
• Train set   50%
• Test set  50%
 

Y X

train

test
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HOLDOUT CROSS VALIDATION

Split the data into
• Train set   50%
• Test set  50%
 

Y X

train

test
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

Model (degree 2)

add a column of ones and 
a column of squared values
to hp_train, hp_test
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

Model (degree 2)

• train set used to 
fit() the model

• test set used to 
predict yhat values
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

Model (degree 2)
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

Model (degree 5)
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

Model (all degrees) into a loop
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

Models (all degrees)
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

Models (all degrees)

in the loop
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

.

degree 1 →
degree 2 →
.
.
.

degree 14
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POLYNOMIAL REGRESSION - VALIDATION APPROACH

.

polynomial degree 6 is best model

ov
er

fit
tin

g

underfitting
degree 6 →
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POLYNOMIAL REGRESSION

LOOCV
to select the

best polynomial model
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POLYNOMIAL REGRESSION - LOOCV
for KFold CV and LOOCV 

no need to split into 
train and test sets
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POLYNOMIAL REGRESSION - LOOCV
for KFold CV and LOOCV 

no need to split into 
train and test sets
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POLYNOMIAL REGRESSION - LOOCV
for KFold CV and LOOCV 

no need to split into 
train and test sets
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POLYNOMIAL REGRESSION - LOOCV

.
for KFold CV and LOOCV 

no need to split into 
train and test sets

mspe
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POLYNOMIAL REGRESSION - LOOCV

linear model

degree 2 model
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POLYNOMIAL REGRESSION - LOOCV

All degrees mspe values
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POLYNOMIAL REGRESSION - LOOCV

best mspe values.

degree 6

degree 10
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POLYNOMIAL REGRESSION - LOOCV

best models are degree 10 and 6

ov
er

fit
tin

g

underfitting
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POLYNOMIAL REGRESSION

K-Fold cross-validation
to select the

best polynomial model
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POLYNOMIAL REGRESSION –  KFold Cross Validation

.
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POLYNOMIAL REGRESSION –  KFold Cross Validation

.
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POLYNOMIAL REGRESSION  -  KFold Cross-validation

All polynomial models up to degree 13 
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POLYNOMIAL REGRESSION  -  KFold Cross-validation

All polynomial models up to degree 13 

degree 6
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POLYNOMIAL REGRESSION  -  KFold Cross-validation

best model is degree 6

ov
er

fit
tin

g

underfitting
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Sklearn - Cross Validation Summary

.

HOLDOUT
Cross Validation

k-Fold
Cross Validation


